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Abstract 

We present a measurement of the cross section for production of isolated prompt 

photons in jip collisions at fi = 1.8 TeV. The cross section, measured as a function 

of transverse momentum (PT), agrees qualitatively with QCD calculations but has a 

steeper slope at low PT. 

In this letter we present the first measurement of the cross section for production 

of prompt photons in proton-antiproton collisions at fi = 1.8 TeV. Prompt photons 

are produced in the initial collision, in contrast to photons produced by decays of 

hadrons. This measurement can be used to test Quantum Chromodynamics (QCD). 

In &CD, at lowest order, prompt photon production is dominated by the Compton 

process (gq + rq), which is sensitive to the gluon distribution of the proton. We 

measure prompt photons in a previously unexplored range of fractional momentum 

(.016 < z < .Oi'O). 

A detailed description of the Collider Detector at Fermilab (CDF) may be found 

in Ref. [l]; the components relevant for this analysis are described briefly here. We 

use a coordinate system with z along the proton beam, azimuthal angle 4, polar 

angle 0, and pseudorapidity 7 = -In tan(O/2). Scintillator-based electromagnetic 

(EM) and hadronic (HAD) calorimeters in the central region (171 < 1.1) are arranged 

in projective towers of size A7 x Ad N .l x .26. The central electromagnetic strip 
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chambers (CES) are multi&e proportional chambers embedded inside the central 

EM calorimeter near shower maximum (6 radiation lengths and 184 cm from the 

beam). The CES anode wires measure 4 and cathode strips measure 7; both views 

have a channel separation of roughly 8 milliradians for measuring the transverse 

profile of electromagnetic showers. The central drift tubes (CDT) are three layers of 

gas counters just outside the central tracking chamber (CTC). In this analysis, the 

CDT measures electron-positron pairs from photons which convert in either the outer 

wall of the CTC or the inner two layers of the CDT (18% of a radiation length total). 

Photon data were taken with a high threshold trigger and a prescaled low threshold 

trigger. An integrated luminosity of 3.3(0.10) pb-’ was acquired with the high(low) 

threshold trigger which required 23(10) GeV of EM transverse energy; the triggers 

were 90%(98%) efficient for photons with 27(14) GeV of PT. Throughout this arti- 

cle PT is the component of the photon momentum transverse to the beam direction, 

and transverse energy is defined similarly. To reject jet backgrounds, these triggers 

required that at least 89% of the transverse energy of the photon be in the EM 

compartment of the calorimeter, and required the photon to be isolated: the extra 

transverse energy inside a cone of radius R = dm = 0.7 centered on the 

photon was required to be less than 2 GeV. The efficiency of the isolation cut, inde- 

pendent of photon PT, was estimated to be 89.5%; this is the measured probability 

that an isolation cone in a minimum bias event will contain less than 2 GeV. 
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A prompt photon candidate is an isolated cluster in the central EM calorimeter 

with no charged track pointing at the cluster. The only significant background sources 

are the decays of the neutral mesons x0 and 7 into photons. We employ two methods 

for statistically subtracting the neutral meson background from our photon candi- 

dates: the profile method uses the transverse profile of the electromagnetic shower 

in the CES and the conversion method counts electron-positron pairs from photon 

conversions which produce hits in the CDT. 

For both methods, within the tower boundaries of a calorimeter energy cluster[2], 

we formed CES strip and wire clusters, each containing 11 channels (total width z 0.1 

radians) centered on a seed channel with at least 0.5 GeV. The highest energy strip 

cluster and the highest energy wire cluster were chosen for measuring the transverse 

profile and position of the photon candidate. Backgrounds from 7 mesons were re- 

duced by requiring that any additional CES clusters within the boundaries of the 

calorimeter energy cluster had less than 1 GeV each. The efficiency of this cut, rang- 

ing from 95% (at 14 GeV) to 81% (at 63 GeV), was determined from measurements of 

electrons in a test beam. Fiducial cuts were imposed to avoid uninstrumented regions 

at the edges of the CES; the region remaining was 66% of the solid angle for 171 < 0.9. 

To maintain the projective nature of the calorimeter tower, the z position of the event 

vertex was required to be within 50 cm of the center of the detector; this cut was 88% 

efficient. Finally, cosmic ray events which included bremsstmhlung photons had large 

7 



transverse momentum imbalance which made them easy to identify and remove. The 

data sample for the conversion method came from the high threshold trigger, and 

the analysis used the same selection cuts with the following additional cuts to reduce 

backgrounds: CES average 2’ < 8 (defined below), azimuthal separation between 

CDT hits and the CES cluster Ad < 0.07, and z separation between CDT hits and 

the CES cluster AZ < 10 cm (at 1.4 meters from the beam). The total acceptance a, 

including efficiency, for the profile ( conversion) method was between 50% (44%) and 

43% (40%) depending on PT. 

The transverse profile of each photon candidate was compared to that measured 

for electrons in a test beam. A measure of the goodness of fit (2” [3]) was usually 

larger for a neutral meson (poor fit) than for a single photon (good fit) because a 

neutral meson usually produced a wider EM shower. The g* variable is arbitrarily 

normalized and has a mean value of approximately 2.5 for electron showers. The 

average of 2’ in both views ((strip 2’ + wire 2’)/2) was the variable used to separate 

single photons from neutral mesons in the profile method. 

After all cuts, the final sample was roughly half signal and half background. The 

number of photons (N,) in a bin of PT is obtained in each method from the number 

of photon candidates (N), the method’s efficiency for photon candidates (E), and the 

corresponding efficiency for true photons (c,.) and background (es), using: 

N7 = 

8 

(1) 



Equation 1 comes from EN = c7N-, + tbNb with Nb = N-N-,. For the profile method, 

the efficiency E is the fraction of events which have ga < 4 out of all events with 

g’ < 20. For the conversion method, e is the fraction of photon candidates which 

produce a conversion hit in the CDT. 

For the profile method we estimated L, and Eb using a detector simulation. The 

simulation employed real electron showers, measured in a test beam, and corrected for 

differences between photons and electrons. Figure 1 shows that we obtain good agree- 

ment between the data and simulation for the strip 2’ distribution of single photons 

from q meson decays, and for the average 2’ distribution of single r’s from p meson 

decays. There were three sources of systematic uncertainty in the simulation of the 

photon efficiency e7: the transverse shape of photon induced electromagnetic show- 

ers, the statistical fluctuations in the transverse profile of photons, and the linearity 

of gas gain response of the CES to electrons in the electromagnetic shower. Fig. 2a 

shows the measured efficiency c for the profile method, as a function of transverse 

momentum, along with the simulated efficiencies L, and Q, and their total system- 

atic bounds. To obtain Eb we simulated the neutral mesons r”, 11, and Kz with a 

relative production ratio of 1:1:0.4 determined as follows. From the data shown in 

Fig la, using three channel CES clusters, we measured the ratio of isolated 7 to no 

production at 12 GeV: q/r” = 1.02 f .lS(stat) k .23(sys) [3]. The ratio Kz/# N 0.4 

for PT > 3 GeV is implied from our previously reported measurement of Kg/r+ and 
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isospin invariance [4]. The systematic uncertainty induced by the uncertainties in 

these measurements has been included in the systematic bound on the background 

efficiency; however the background systematic uncertainty is dominated by the three 

previously mentioned uncertainties in the photon efficiency. Figure 2b shows that 

the simulated g2 distribution of photons and background, combined in the relative 

proportions predicted by the profile method, is in good agreement with the data. At 

high PT the two photons from the decay of a ?y” are so close together that the 2’ 

efficiency for the background is almost the same as for a single photon; consequently, 

the profile method was only used up to PT = 40 GeV/c. 

For the conversion method, we estimate the production ratio T/I?’ at low PT from 

the azimuthal separation of the CDT hit and the highest energy CES cluster. From 

this ratio, the number of prompt photon candidates, and the total number of CDT 

hits associated with the prompt photon candidates, we estimated the efficiency of 

photon conversion and detection to be 0.095 f 0.014(&t) f O.OlO(sys). The effi- 

ciency expected from the amount of material and the selection cuts is about ll%, 

consistent with this estimate. The uncertainty in the efficiency, which is independent 

of PT, dominated the uncertainty in the normalization of the cross section from the 

conversion method. The efficiency of conversion and detection for the background is 

estimated from the photon efficiency and a simulation of the background from KO, 7 

and Ki mesons. The background efficiency is the same, within errors, as the naive 
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probability of observing at least one photon conversion from a two photon decay: 

eg = 29 - 6;. Figure 2a shows the measured conversion efficiency c, for the con- 

version method, as a function of transverse momentum, along with the estimated 

efficiencies ct and Eb and their total systematic bounds. 

From the number of prompt photons (NY) in a bin of transverse momentum (APT) 

and a range of pseudorapidity (A7 = 1.8), using the acceptance (cx) and the integrated 

luminosity (L), we obtain the isolated prompt photon cross section: 

d2u NT -= 
d&h APT.AT.c~.L: (2) 

which is shown in Fig. 3 and tabulated in Table I. Here we present the profile method 

in the low PT region (14 < PT < 40 GeV/c) and the conversion method in the high 

Pr region (28 < PT < 68 GeV/c). Th t e wo methods agree in the region in which 

they overlap. In Fig. 3, the inner error bars are the statistical uncertainty and the 

outer error bars are the PT dependent part of the systematic uncertainty combined 

in quadrature with the statistical uncertainty. The PT independent component of the 

systematic uncertainty is shown as the normalization uncertainty separately for each 

of the two methods. 

In Fig. 3 our measurements are compared to a next to leading order QCD cal- 

culation [S] using a single set of parton distributions [6] at a renormalization scale 

p = PT. The QCD prediction changes by less than 30% when the parton distribu- 

tions are varied among commonly used sets; it decreases (increases) by 12% when the 
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renormalization scale is doubled (halved). The calculation includes the experimental 

isolation cut. Figure 3 shows that the measured cross section agrees qualitatively with 

QCD calculations but has a steeper slope at low PT. Data acquired at the CERN pp 

collider [7] (J;; = 630 GeV) show similar behavior. One possible cause of the differ- 

ence between the data and the QCD calculation is the bremsstmhlung process [S, 91, 

prevalent at low PT, in which a final state quark radiates a photon. 
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Table I: The cross section for isolated prompt photons, the statistical uncertainty, 

and the PT dependent component of the systematic uncertainty. There is an 

additional normalization systematic uncertainty of 27% in common among the 

first eleven entries (profile method), and +32%(-46%) for the last four entries 

(conversion method). 

I 
PT Bin 
[GeV/c) 

14-15 
15-17 
17-19 
19-22 
22-27 
27-28 
28-29 
29-31 
31-33 
33-35 
35-40 
28-38 
38-48 
48-58 
58-68 

PT 

GeV/c) 
14.5 
15.9 
17.9 
20.4 
24.2 
27.5 
28.5 
30.0 
32.0 
34.0 
37.3 
32.2 
42.4 
52.5 
62.6 

3.16 x lo3 
1.55 x 10s 
1.03 x 103 
4.36 x 10’ 
1.91 x 102 
1.30 x 102 
1.13 x 101 
7.15 x 10’ 
6.98 x lo1 
3.78 x lo1 
2.23 x lo1 
6.05 x 10’ 
1.19 x 101 
6.53 x 10” 
2.22 x loo 

‘ Stat. 

w 
11 
12 
13 
18 
22 
12 
12 
12 
11 
20 
20 
15 
37 
41 
79 

jys. 

(%) 
21 
13 

6 
2 

12 
23 
26 
32 
40 
50 
71 

7 
6 
6 
8 
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0.75 I 1.25 

Figure 1: a) The invariant mass of two photons frommeson decays (points), a two gaussian 

plus background fit (solid), the polynomial-like background (dashes), and the expected 

background from misidentified single photons (dots). b) The invariant mass of a neutral 

cluster and charged track (points) compered to a Breit-Wigner plus background fit (solid) 

and a polynomial background (dashes). c) The 2s distribution of photons (triangles) from q 

decays in a), and of ?y”s (circles) from p decays in b), are compared to a detector simulation 

(curves). 
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Figure 2: a) The efficiency of photon candidates (points), and simulated photons and 

background (solid curves) with systematic bounds (dashed curves) for the profile method 

(circles) and the conversion method (triangles). The bounds on l , and q, are completely 

correlated within each method. b) The i’ distribution of data (points) with PT < 27 GeV/c 

compared to our simulation of photons (dots), background (dashes), and their sum (solid). 
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Figure 3: The isolated prompt photon cross section, from both CDF (circles and trian- 

gles) and UA2 [7] (squares), is compared to recent QCD predictions (cuws). The profile 

method (circles) and conversion method (triangles) have separate normal.ieation uncertain- 

ties shown in the legend. The next to leading order (NLO) predictions [5] use current parton 

distributions (KMRS-& [6]) and a standard renormalization scale (p = PT). 
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